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ABSTRACT
The capabilities of modern devices, coupled with the al-
most ubiquitous availability of Internet connectivity, have
resulted in photos being shared online at an unprecedented
scale. This is further amplified by the popularity of social
networks and the immediacy they offer in content sharing.
Existing access control mechanisms are too coarse-grained to
handle cases of conflicting interests between the users asso-
ciated with a photo; stories of embarrassing or inappropriate
photos being widely accessible have become quite common.

In this paper, we propose to rethink access control when
applied to photos, in a way that allows us to effectively pre-
vent unwanted individuals from recognizing users in a photo.
The core concept behind our approach is to change the gran-
ularity of access control from the level of the photo to that
of a user’s personally identifiable information (PII). In this
work, we consider the face as the PII. When another user
attempts to access a photo, the system determines which
faces the user does not have the permission to view, and
presents the photo with the restricted faces blurred out.
Our system takes advantage of the existing face recogni-
tion functionality of social networks, and can interoperate
with the current photo-level access control mechanisms. We
implement a proof-of-concept application for Facebook, and
demonstrate that the performance overhead of our approach
is minimal. We also conduct a user study to evaluate the
privacy offered by our approach, and find that it effectively
prevents users from identifying their contacts in 87.35% of
the restricted photos. Finally, our study reveals the miscon-
ceptions about the privacy offered by existing mechanisms,
and demonstrates that users are positive towards the adop-
tion of an intuitive, straightforward access control mecha-
nism that allows them to manage the visibility of their face
in published photos.
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1. INTRODUCTION
Online social networks (OSNs) have radically transformed

the online behavior and activities of users. Unfortunately,
such services have also introduced a number of privacy is-
sues, which have caught the attention of both the research
community and data protection agencies (e.g., [9, 31]). As
the use of these services spans across multiple facets of daily
life, users may face dire consequences when their personal
and professional life can affect each other via OSNs. Many
articles have reported incidents of users being fired because
of sensitive photos which they considered to be private, while
in actuality they were not (e.g., [7, 8]).

The implications of such privacy issues becomes alarm-
ing when considering the scale of adoption of these services.
Apart from surpassing 1.49 billion monthly active users,
with an average of 968 million daily users [3], Facebook
has also become the most time-consuming online user activ-
ity [10], as well as the de-facto platform for sharing photos
with over 350 million uploaded daily [6]. Accordingly, many
companies regularly check up job applicants online during
the hiring process. A recent study by Acquisti and Fong [16]
revealed that they may also use what they find to discrimi-
nate against applicants. A Microsoft survey [15] found that
70% of recruiters in the US have rejected candidates due to
information, including photos, they found online.

In certain cases, some users may not be concerned about
privacy or may be unaware of the implications of their ac-
tions. Users may also not fully understand complex access
control mechanisms, and disclose private information with-
out hesitation, oblivious to the true visibility of the uploaded
content. In an attempt to make users more aware of who
can view their posts, Facebook recently altered the privacy



selector for status updates, to explicitly describe the po-
tential audience [5]. According to reports [13], Facebook is
also building a system that will automatically identify em-
barrassing photos being uploaded (e.g., where the user is
drunk), and warn the user if they are being shared publicly.
However, while such an approach may prevent certain users
from uploading photos (of themselves), it cannot prevent
other users that may have “malicious” intent or lack better
judgement. As users exhibit fundamentally different behav-
iors regarding how they disclose information [30], they may
have different perceptions regarding what content is sensi-
tive. Thus, in many cases the problem arises from content
that is shared among multiple users (i.e., a photo that de-
picts several individuals). As such, these measures can only
handle a subset of the actual problem.

In this work, we highlight that the essence of the problem
is that existing mechanisms for defining access to photos in
OSNs cannot effectively handle cases where the interested
parties have conflicting settings. First, the photo uploader is
considered the owner of the photo and is granted full rights,
whereas the people appearing in the photo are not consid-
ered co-owners and are not granted any rights. On top of
this basic coarse-grained approach, OSN providers imple-
ment additional policies, some of which can significantly
complicate issues. For example, the uploader can restrict
the photo’s visibility for the tagged users, and the maximum
allowed visibility for them extends to their immediate con-
tacts (i.e., a tagged user cannot set the visibility to include
any users apart from his immediate social circle). Second,
the photo uploader is not required to request the permission
of the people present in a photo before publishing it, and
may even ignore their requests to remove it. Furthermore,
any users that are tagged affect the visibility of the photo,
as the photo will be viewable by all their contacts (default
privacy setting). Thus, even when the users tagged in the
photo have restricted its visibility, if the uploader has not
restricted access the photo will be publicly available, some-
thing which the remaining users will not even be aware of.
In general, these situations can be characterized as cases of
conflicts of interest, where the will of the content publisher
goes against the will of the depicted users, or the privacy
settings of one user override those of another. Note that
even though the access control mechanisms may vary across
OSNs, conflicts of interest are a general issue, as they arise
from the content of the photos.

Previous work has proposed frameworks for integrating
access control policies of collaborating parties [35], and mech-
anisms that allow the users to contribute to the specification
of a collective policy [26,39]. However, such approaches only
solve the problem partially, as they handle visibility at a
photo-level granularity. In other words, current solutions
are too coarse-grained for accommodating the privacy set-
tings of all the associated users. In such cases, a user has to
accept and follow the access control decision of the majority,
even if his privacy concerns are not satisfied.

In this paper, we propose an approach that can effectively
handle these conflicts by changing the granularity of the ac-
cess control mechanism to that of the users’ faces. This
enables an OSN to express and enforce every user’s privacy
setting within an image; none of the users’ settings are over-
ridden no matter how restrictive or permissive they may be.
In a nutshell, our approach employs face recognition to au-
tomatically identify the users depicted within a photo; sub-

sequently, the visibility of each user’s face is automatically
restricted based on the privacy settings of the specific user
and not the content publisher. The result of this phase is a
“processed” photo that can be rendered selectively accord-
ing to who is viewing it. Thus, when a photo is accessed,
the system will automatically blur the faces of the users that
have restricted access. We propose a simple technique to en-
code the pre-processed photos, so as to avoid the overhead
of blurring them during the rendering phase.

We conduct a case study on over 4 million photos collected
from 128 participants and their social circles, and explore
the characteristics of their social graphs and their tagging
behavior. We then quantify the privacy risks that users are
exposed to, due to existing access control mechanisms.

To evaluate the feasibility of our approach being deployed
at a large scale, we measure the overhead incurred by our
proof-of-concept implementation. As popular OSNs already
process photos with face recognition software, the overhead
of our approach lies in retrieving the permissions of every
user, enforcing access control, and processing the photo “on
the fly”. On average, our system requires only 0.05 seconds
per photo, when running on a commodity machine.

To evaluate the effectiveness of our approach on preserving
user privacy, we conduct an experiment with 34 participants.
Each participant is shown a set of photos of their contacts,
with the face of one user “hidden” in each photo, and is
requested to identify those users. In 87.35% of the cases,
the participants fail to identify their contacts, demonstrating
that our approach can significantly improve user privacy.

We also interviewed 52 participants, to understand how
users perceive existing access control mechanisms, and their
opinion on the potential adoption of our approach by OSNs.
Apart from the lack of understanding of existing access con-
trol settings due to their complexity, we find that most users
are positive towards a simpler, yet, more privacy-preserving
approach. After being informed about the conflicts of inter-
est that arise in shared photos, 77% of them express positive
opinions regarding the adoption of our approach, and 19.2%
remain neutral. Only 3.8% are negative, and state a lack of
concern for the privacy implications of content sharing.

Overall, the main contributions of this work are:
• We design an innovative fine-grained access control mech-

anism for photo-sharing services that enforces the visibil-
ity of each user’s face based on their respective access con-
trol lists. Our approach effectively handles all the cases of
conflicts of interest between the privacy settings of users.
• We build a proof-of-concept application that demonstrates

the feasibility and applicability of our approach within the
infrastructure of a real-world OSN. Our experiments show
that performance overhead is small compared to existing
processing of photos by OSNs, rendering the adoption of
our approach suitable even at such a scale.
• Our first user study provides insights into the tagging be-

havior of users, and reveals the risk users face due to con-
flicting privacy settings on shared photos. Based on the
collected data, we assess user tagging behavior, and quan-
tify the risk presented in certain photo-sharing scenarios.
• A second user study demonstrates the effectiveness of our

approach in hiding users’ identities from their contacts.
We also highlight the counter-intuitive approach of exist-
ing access control mechanisms, and the eagerness of users
to adopt a mechanism that allows them to manage the
visibility of their faces.



2. PHOTO-BASED PRIVACY LEAKAGE
Earlier work has reported that users are concerned about

their privacy and tend to avoid publishing photos or any
other private information publicly [43]. Furthermore, ac-
cording to a survey by Besmer et al. [19], explicit requests by
users for deletion of photos, or users un-tagging themselves,
are complicated issues. These can lead to social tension and
are a source of anxiety for users, who may abstain from such
actions to ensure the stability of their social relations [42].
Also, the uploader may lack the incentives to actually fulfill
the user’s request and remove a photo. Thus, it is appar-
ent that users are restricted by coarse-grained access control
models regarding shared photos, and in many cases sacrifice
their privacy in favor of not agitating social relationships.
Moreover, the wide visibility of photos can also expose users
to inference attacks [37], or be leveraged by attackers for by-
passing account protection mechanisms [33, 34]. In the fol-
lowing, we present an example that illustrates users’ privacy
risk and we determine certain privacy leakage scenarios.

2.1 Privacy Leakage Example
To provide a visual illustration of the extent of the risk

presented to users due to the existing access control mecha-
nism, we present an example. We recreate a segment of the
actual social graph collected in our user study (Section 3),
and extend it by crawling publicly available data from Face-
book. Specifically, we select four out of the 128 users that
participated in our study that are connected (i.e., friends),
and we re-create their social graph. We also use publicly
available data regarding the users that were two hops away
from them within the Facebook graph (i.e., friends of friends).
This results in a social graph that contains 55,109 users.
Note that, since certain users and friendships might not be
publicly viewable and, thus, not collected by our crawler,
these numbers are conservative estimates (lower bounds).

We consider an example case where a photo depicting the
four users is uploaded, and calculate the privacy risk for one
of those users (e.g., Bob) depending on who the uploader is.
We quantify the risk as the number of people (nodes in the
graph) that are not connected to Bob, but can access it in
spite of Bob’s settings. Recall that the uploader controls the
photo’s general visibility setting and also controls which of
the tagged users’ friends can view the photo. For simplicity
we apply the default setting for each tagged users.

Figure 1a presents the ideal case, where Bob is tagged in a
photo and only his 339 friends have access. In Figures 1c to
1e we illustrate which users can access the photo in different
cases, and if they have been granted access by the user of
interest (Bob), or by others. In these cases, the uploader
allows users two hops away within the social graph to ac-
cess the photo, i.e., the visibility setting is set to “friends of
friends”. For the remaining tagged users the setting is set
to “friends only”. As can be seen, depending on the position
of the uploader in the social graph, the combined effect of
(i) the coarse granularity of access control and (ii) multiple
users appearing in the photo, the extent of privacy leakage
covers up to 86.78% of the social graph (47,829 users).

This example highlights the extent of the problem, as the
current mechanism allows users to access a photo that a user
might want to restrict, even if the uploader does not set the
privacy setting to “public”. While these numbers will vary
depending on the structure of each user’s social graph, they
are indicative of the risk-propagation effect.

2.2 Privacy Leakage Scenarios
Here we present certain scenarios that highlight the pri-

vacy implications that arise in everyday situations, due to
the current access control mechanisms for managing the vis-
ibility of photos published in OSNs.

Scenario 1: The Malicious Tagger. Alice and Bob,
who are coworkers, attend a party. During the event, Al-
ice takes multiple photos, some of which depict Bob in an
inebriated state. Despite that fact, Alice uploads the whole
collection of photos and, subsequently, Bob is tagged in the
embarrassing photos. In fear of other colleagues and super-
visors seeing the photos, potentially creating negative im-
plications, Bob sends Alice a request to remove the photos.
Alice, however, does not remove them, and even though Bob
un-tags himself, the photos are still viewable by colleagues.

Scenario 2: The Silent Uploader. The settings are
similar to the previous scenario. Worse, in this case, Bob is
never tagged in the photos and, thus, remains oblivious to
the existence of the embarrassing photos. As such, even if
Alice was willing to remove them upon request, the photos
will be viewable by others until Bob becomes aware of their
existence. A recent study [25] explored the extent to which
users are aware of photos being shared by others that depict
them or contain their tag. Results showed that users are not
really aware of the extent of such content, and that there is
a significant gap between users’ expectations and reality.

Scenario 3: The Group Photographer. This is a very
common case of privacy leakage due to conflicting interests.
Alice uploads a group picture with Bob being one of the de-
picted friends. Although Bob is very wary of his privacy and
has a strict privacy setting, with his photos being viewable
only by his friends, Alice sets the photo to be viewable by all.
Despite Bob having actively tried to ensure his privacy, the
settings of another user overrules his settings, which results
in a loss of privacy. This case is also reported by Yamada
et al. [46]. A user study by Liu et al. [32] found that 18% of
the users allow users two hops away (i.e., friends of friends)
to view their photos, while 26% allow everyone.

Scenario 4: The Accidental Over-sharer. This is
also a common case of privacy leakage, where users acciden-
tally, or due to insufficient understanding of their privacy
setting, end up sharing photos with a much larger audience
than they intended. In [32], it is reported that 63% of the
photos have privacy settings different from what intended,
and almost always more open. Alarmingly, the privacy set-
ting for 51% of those photos was set to public, allowing
anyone to view them. Thus, overall, about one out of every
three photos will be publicly viewable by accident. If Alice
is the uploader, Bob’s face may be accidentally viewable by
anyone. This scenario can be attributed to the complexity
of current mechanisms, and the uploader being responsible
for setting the visibility options for the photo. We propose a
simplified scheme where each user is responsible for his own
face, and a user’s privacy setting is enforced automatically.

Scenario 5: The Friendly Stranger. This case fur-
ther exemplifies the ineffectiveness of current access control
models. Consider that Alice uploads a photo of herself and
Bob, and that both of them are cautious with their privacy
settings and have opted for a strict setting where photos are
only viewable by their friends. This offers a false sense of
privacy because, while their interests seem to coincide, that
is far from true. Unless Alice and Bob’s social graphs per-
fectly overlap (i.e., identical sets of friends), both users will



(a) Image is uploaded and user of interest
is tagged: his 339 friends have access.

(b) Legend

(c) The image is uploaded by the 2nd user.
2,871 red nodes (5.2%) have access.

(d) The image is uploaded by the 3rd user.
7,465 red nodes (13.54%) have access.

(e) The image is uploaded by the 4th user.
47,829 red nodes (86.78%) have access.

Figure 1: Risk for a“privacy-conscious”user tagged in a photo. In each case, a different user is considered the uploader (among
the depicted users), allowing “friends of friends” to view the photo, while the remaining tagged users are set to “friends only”.

be viewable by strangers; e.g., any of Alice’s friends that
Bob does not know will still be able to see him.

3. RISK ANALYSIS: USER STUDY
In this section we present the findings of our user study

that explores the extent of conflicting user interests due to
photos shared in social networks. As our focus is on the pri-
vacy risks they present to users, we study the characteristics
of their social graph and their tagging behaviour.

IRB Approval. Before inviting users to participate in
our user study, we issued an IRB protocol request to the re-
view board of our institution, where we described our study
and the type of data we would be gathering. After our re-
quest was approved, we invited users to participate.

Data and demographics. 128 users participated in our
study by installing a Facebook application that collects in-
formation regarding the users, their social graph and their
photos along with any tag information. The participants
are from 14 different countries, with 71% of them belonging
to the 20-29 age group and 17.9% to the 30-39 age group.
Furthermore, not all the users disclose information regard-
ing their gender, with 55% identifying as male and 16.4% as
female. In summary, we analyse data for 4,064,445 photos
that contain 4,621,064 tags.

The participants have an average of 344 friends, with a
recent survey [11] reporting a similar value of 338. Moreover,
about 7% of them have less than 100 friends, while 3% can be
considered as hub users with more than 1,000 connections.

In Figure 2 we plot the cumulative distribution of the
photos that are accessible from each user’s profile, i.e., the

photos uploaded by each user (or containing a tag of the
user) and all the photos belonging to that user’s friends (or
containing their tags). We will refer to a user and all his/her
immediate friends as a clique. We found that, on average,
each clique has a collection of 31,753 photos belonging to a
user and his friends, and 20% of the cliques have more than
44,700 photos. We also discovered that certain cliques of
friends are prolific uploaders, with 4% having collections of
over 100,000 photos. Based on the numbers stated in [32],
we can infer that average users and their friends will acciden-
tally allow almost 15,000 photos to be viewable by anyone,
while for prolific uploaders that number will exceed 33,000.

In Figure 3 we plot the cumulative distribution of the total
number of tags within the photo collection of each clique,
and the number of tagged friends (i.e., unique userIDs). In
the average case, a clique’s photo collection contains 36,102
tags and has 250 tagged users. Furthermore, we find that
20% of the cliques have over 340 different tagged users in
their photos, and have over 50,000 photos in their collection.
In three cases, the clique has over 1,000 tagged UIDs. These
numbers signify the risk of the aforementioned scenarios that
arises from the current access control mechanism; within a
clique of users, the ownership and visibility of thousands of
photos (some being potentially embarrassing) is handled by
multiple users that may have conflicting interests.

As described in the silent uploader scenario, users may
never be tagged in the “embarrassing” photos and, therefore,
never be alerted of their existence. To gain an estimation of
this risk we conduct an experiment where we first manually
inspect 2,000 randomly selected photos. Figure 4 shows the



Tags | Faces 1 2 3 4 5 6+

Photos (# of Faces) 15.2% (304) 32.5% (651) 17.9% (359) 10.7% (214) 8.3% (166) 15 .3% (306)
Photos (# of Tags) 87.6% (1753) 9.9% (199) 1.6% (33) 0.3% (7) 0.25% (5) 0.15% (3 )

Table 1: Percentage (and number) of photos in our 2,000 photo dataset that contain a given number of tags or faces.
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number of tags from the photos of our entire dataset, and of
the 2,000 randomly chosen photos. As we can see, the ran-
domly selected photos form a representative sample of our
dataset, in terms of the number of tagged users per photo.
Subsequently, we inspect these 2,000 photos and count the
depicted faces that are discernible, both in the foreground
and the background. We only take into consideration faces
that could be identified by their friends, and overlook any
non-identifiable faces (e.g., being too blurry, obstacles etc.).
Table 1 presents the number of photos that contain identi-
fiable faces. The photos depict a total of 7,244 faces (3.62
faces per photo) out of which 2,331 have been tagged (1.16
per photo). Only 15.2% of the photos depict one user, and
about half of them depict two or three users. But, the vast
majority (87.6%) contain only one tag. Thus, on average, ev-
ery photo depicts at least two users that have not been tagged
and could be at risk due to the silent uploader scenario.

According to the user study by Liu et al. [32], one out of
four users has a public privacy setting for his photos. Thus,
there is a high probability that photos depicting at least
four people, will result in conflicting interests, as described
in the group photographer scenario. In our dataset of
2,000 manually inspected photos, we found that 34.3% of
them depicted at least four identifiable people.

To further explore how users are tagged, in Figure 5 we
plot the number of tags for each userID in our collection.
We have tags from 35,809 userIDs, and 30% of the users
are being depicted in 72.4% of the tags. The majority of
tags depict a small set of users that are tagged extensively,
with the top 10% of users having an average of 594.9 tags
and, when combined, amounting to 39.5% of the total tags.
We do not have the information to conclude if this is due to
these users not being concerned about privacy, or wrongfully
“relaxed” privacy settings. The data, however, does suggest
that certain users are more cautious about their privacy, as
those from the least-tagged 10% have 3.41 tags on average.

Next, we focus on the risk that arises for users even when
the uploader has strict privacy settings (i.e., photos are only
visible to uploader’s friends). In this experiment, we con-
sider our participants as the “adversaries” of the friendly
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stranger scenario, and explore how many photos of strangers
they are able to view, if the uploader had selected the“friends
only” setting. Specifically, for each participant, we calcu-
late the number of photos that have been uploaded by that
user or his/her friends, and contain the tag of a user not in
his/her friendlist (we refer to them as strangers). Figure 6
presents the results, with 92% of the participants having
access to photos where strangers have been tagged. On av-
erage, these users can view 647 photos of 169 different users
to which they are not connected, regardless of the privacy
settings those users have set. One user can view 1,866 pho-
tos depicting 1,073 different strangers, while each of the top
10% users can view photos of at least 358 strangers. As such,
even if the OSN opts for a more privacy-oriented approach,
where the default setting for photos is “viewable by friends
only”, users’ faces will remain viewable by many strangers.

Overall, our study confirms concerns regarding the privacy
risks that emerge from shared photos and threaten users,
and demonstrates the necessity for a fine-grained access con-
trol mechanism, as the one we propose.
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4. ACCESS CONTROL MODEL
The key concept of our approach is to refine the object

of the access control model, switching from photos (coarse-
grained) to faces (fine-grained). As summarized in Figure 7,
the objects in our access control model are the faces, the sub-
jects are the users, whereas the photos are modeled as object
groups. This allows us to define the concept of fine-grained,
content-based, multi-owner control policy for photos.

The photo owner has a write-only right for publishing the
photo. Read rights are enforced by the users whose faces are
depicted in the photo. For example, in Figure 7, the user
U2 owns the photo P2 (solid dot), which depicts U1, U3, and
U5’s faces (empty dot, or solid dots on the diagonal axis).

This model could be implemented with a simple 2D sparse
matrix, replacing any existing access control model, or as
an extension, by adding an additional list containing the
permission bits as necessary. By choosing to visualize it as
a 3D matrix, we highlight that our model is an extension
of the current model and does not interferes with it. As a
matter of fact, this model can provide the exact functionality
of the current one, simply by enabling the permission bits on
all the objects. This model is implemented in the following.

4.1 System Design
Here we describe how our system resolves conflicting cases

in requested photos. We design the system by assuming the
availability of the existing functionalities of OSNs, namely
face recognition (as in Facebook and Google+), image pro-
cessing, and access control policy enforcement based on user
preferences. Figure 8 provides an overview of the work-flow
of our approach, which is further detailed in the following.

Step 1: Face recognition. We rely on face recognition
to detect faces of known users, which become objects in
the access control model. This process takes place once a
user uploads a photo in the OSN. Each detected face is first
compared to the classifiers of the uploader’s contacts, as
there is a high possibility that the depicted users will be
friends with the uploader. Previous work [41] has also shown
that social relationships can be used to further improve face
recognition results. Detected faces that do not match any of
the uploader’s contacts, will subsequently be compared to
the contacts of the other depicted users. Depending on the
computational resources available, this step can be extended
to include an arbitrarily larger portion of users.
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Figure 7: Visualization of our revised access control model.

Auto tagging and suggestion. Auto-suggestions of the iden-
tified faces are displayed to the user to verify the subjects’
identity, if necessary. Moreover, we request the uploader to
tag any unidentified users. The auto-suggestion mechanism
is already implemented in modern OSNs.

Step 2: Template generation. The depicted (recog-
nized) users are notified about the photo and everyone sets
their own permission. If a default setting has been already
set by a user, the system can enforce it automatically and
allow adjustments on a per-photo basis. Then, a template
of the processed photo is generated.

User notification. Every user identified in the photo is
automatically notified that a photo with his/her face has
been uploaded. Users will be asked to verify the validity of
the face (if its actually him/her) and set the access control
for the specific photo. Until the depicted user has processed
the specific face, even if tagged by other users, the face will
remain hidden and no tag will appear. The mechanism for
allowing a tag is already implemented by Facebook, in the
form of tag review [4], and users have grown accustomed
to such requests. However, differently from our approach,
the user’s selection is reflected solely on the visibility of the
entire photo within the user’s albums.

The output of this phase is a template photo, which is
composed by the uploaded photo and a set of F layers, where
F is the number of faces recognized. Each layer represents a
face f appearing in the original photo p and has the size of
the patch corresponding to the associated face area. Each
tuple 〈p, f〉 in the template is processed: the face patch f is
pixelized/blurred, or set to a solid color.

Step 3: Template rendering. When a photo is to
be viewed by a subject, we select the corresponding row in
the access control matrix (see Figure 7). This allows us to
determine, in constant time, the faces (objects), f1, f2, . . .,
that the subject is allowed to view (read) according to each
face’s owner’s privacy setting for that photo, p. Based on
this information, we create a photo “on the fly” and serve
it to the user. Thanks to the template photo, this can be
performed efficiently, by simply superimposing the required
layers 〈p, fi〉 on the original photo.

User lists. Each user has a personalized set of lists and
populates them with certain contacts. Every list may repre-
sent a group of friends with a common characteristic (e.g.,
coworkers, family, close friends). These lists are used for as-
signing permissions to groups of contacts for our fine-grained
access control mechanism. The user can create a new list at



Step 2: Template preparation Step 3: Template
rendering

Original photos

Step 1: Face recognition

User graph

Objects (faces) Object groups (photo templates) Privacy preserving
photos

{F1 @ (x1,y1), F2 @ (x2,y2), ...}

Figure 8: Overview of our approach. In Step 1 we identify the depicted faces and associate them to the users’ identities. In
Step 2 we create a template of multiple layers, each containing a single hidden face from the original photo. In Step 3 we
create a “processed” photo by superimposing the template layers on the original photo, according to users’ permissions.

Algorithm 4.1: ViewPhotos(U, V )

P ← ListOfPhotos(U)
F ← Tag Present(U, P )
N ← Tag Not Present(U, P )
comment: {P1, ..., Pi} = {F1, ..., Fj} ∪ {N1, ..., Nk},

where i = j + k
for each x ∈ N

do

{
photo← FaceOff(x, V )
Show(photo)

for each x ∈ F

do


access flag ← TagAccess(x, U, V )
if access flag = 1

then

{
photo← FaceOff(x, V )
Show(photo)

Figure 9: Pseudo-code of photo selection and access control
enforcement mechanism.

any time or remove an existing one. Access permission is not
irrevocable or permanent, as the user can modify his friend-
lists by adding new friends or removing some of the existing
ones, to revoke their permissions. Lists can be managed
(create/modify) during the permission assignment phase, as
the user may wish to create a new list for the specific photo
(e.g., friends that attended event X). Note that the custom
friend-list functionality is already provided by most OSNs.

Access control. Our goal is to provide an efficient face-
level, fine-grained access control mechanism that smoothly
operates on top of the traditional photo-level mechanisms.
Thus, the existing photo-level access mechanism used to
populate the photo albums a user is attempting to view,
remains as is. After the set of photos is identified, our face-
level granularity access mechanism is employed, for deter-
mining which depicted faces can be viewed and which must
be hidden from the user. Thus, if our model is adopted by
an OSN it can extend the existing mechanisms.

The procedure of selecting the photos of user U that will
be shown to the viewer V is presented in Figure 9. Using the
existing photo-level mechanism, we create the set of photos
P that the viewer is allowed to access. This set can be
broken down to two subsets, F where U ’s face is present,
and N where the U is absent. For every photo in N , we
check the permissions for every individual user depicted and

hide any faces, that should not be viewable. For photos in F ,
we only present photos where the viewer has the permission
to view U ’s tag, and once again, we check the permissions
of every individual face.

The reason for using our fined-grained access control mech-
anism in conjunction with the existing mechanism can be
highlighted with the following scenario, as it demonstrates
how we achieve stronger privacy in certain cases. Consider
the case where Alice is trying to view Bob’s photos. For a
specific photo where Bob is depicted along with Marjorie,
who is also a friend of Alice, Bob has set a privacy setting
that prohibits Alice from viewing his face. However, Mar-
jorie has a less restrictive setting. If Alice was able to view
the photo, where Bob’s face would be blurred, she would
be able to argue that the hidden face most likely belongs
to Bob, as she is accessing Bob’s photo album. One could
state that this precaution may be redundant because Al-
ice can view the specific photo through Marjorie’s albums.
However, in an extreme case where Bob, Alice and Marjorie
have the exact set of users as online friends, Alice could
reveal that Bob’s face is hidden, by accessing the photo al-
bums of all of her friends. Since the photo will be presented
only in Bob’s and Marjorie’s albums, she can infer without
a doubt that Bob is depicted in the photo. While this exam-
ple may present a very extreme case, even in normal cases
Alice is inclined to consider Bob as the most plausible can-
didate. Thus, we choose to hide such photos from Alice, so
when viewing the photo through Marjorie, any other user is
equally possible to be hidden beneath the blurred section.

5. IMPLEMENTATION DETAILS
In this section we describe the proof-of-concept implemen-

tation of our mechanism. We built our prototype as a third-
party Facebook app that is hosted on our web server, which
is also used for storing the uploaded photos, user informa-
tion and users’ permission matrices. We store all users’ data
locally, as our intention is not to provide another tool for al-
tering the current access control mechanisms, but to demon-
strate the functionality of our approach and to verify that it
can be easily integrated into existing OSNs. The fact that
we were able to implement our approach as an external ap-
plication, without any modification in the backend, indicates
the unobtrusiveness of our mechanism.



(a) The photo is uploaded,
faces are detected and marked
for tagging.

(b) User requests access. Photos
are blurred selectively, according
to depicted users’ permissions.

Figure 10: Screenshot of our proof-of-concept application.

Installation. When the Face/Off application is installed
by the users, it requests permissions for reading and manag-
ing users’ friend-lists. These enable us to allow the user to
create custom friend-lists within the application. When the
user loads the app, it is authorized through the Facebook
authentication mechanism and the application’s database is
updated with the user’s current friend-lists. This allows us
to easily keep track of newly created lists, of users that have
been un-friended or simply removed from some of the lists
(a simple way to revoke permissions).

Initial photo review. The application first determines
if any new photos that contain a tag of the user have been
uploaded. In such a case, thumbnails of these photos are
presented to the user, who is able to load each photo for
inspecting the tag and for choosing which of his friend-lists
are permitted to access it. It should be noted that the face of
the user remains hidden to others as long as the permissions
have not been set, similarly to the case where the viewer has
not been granted access.

Face Detection. When a new photo is uploaded our ap-
plication performs face detection, and the detected faces are
marked, as shown in Figure 10a. The main omittance of our
proof-of-concept implementation is that we do not perform
face recognition but rely on the uploader to tag the photo.
Similarly, Facebook prompts the user to assign names to
the detected faces upon each uploaded photo. We decided
to only implement face detection but not recognition as that
would have required us to collect the Facebook photos of the
user and all of his friends to achieve accurate face recogni-
tion results. However, Facebook has acquired face.com and
according to a comparative study [28], the face recognition
algorithm of face.com was the most accurate and effective
tested. Moreover, in [44] the authors state that they achieve
a 97.5% identification rate.

The server generates and stores a unique photoID for the
uploaded photo and a faceID for each one of the faces. For
the generation of IDs the server uses the userIDs of the up-
loader and each one of the tagged user, the server’s internal
time and a one-way hash function. After that, the server
starts processing the image by cropping and blurring the
depicted faces. This functionality does not affect user expe-
rience as all the processing is performed in the background.

Photo rendering. When access to a photo is requested,
we fetch all the information of this photo and its tags, and
determine which faces can be revealed and which should
remain hidden, by checking the users’ friend-lists. Then, we
generate a processed image “on the fly”, by superimposing

the blurred layers of the template on top of the photo, and
we populate it into the user’s album, as shown in Figure 10b.

In our prototype we implement the functionality of the
fine-grained access control mechanism, but do not replicate
the existing photo-level mechanism. We follow a simplified
approach by considering that all the photos can be accessed
by the friends of the uploader and the friends of each tagged
user. However, our implementation takes into consideration
the case where the uploader’s face should remain hidden, as
described in Section 4.1, and does not populate these photos
in the uploader’s photo album.

6. EVALUATION
In this section we evaluate several aspects of our approach.

First, we measure the overhead introduced by our system.
Next, we conduct a user study to evaluate the effectiveness
of our approach in preserving the privacy of users. Finally,
we explore the willingness of users to adopt our fine-grained
access control mechanism for protecting their privacy.

6.1 Performance Evaluation
Regarding the performance overhead imposed by our ap-

proach, one must take into account that several OSNs al-
ready have the infrastructure available for performing real-
time face recognition on uploaded photos. This functionality
has already been implemented by Facebook and Google+
for supporting their tagging suggestion mechanism. Here,
we measure the processing overhead of our mechanism; we
do not measure the time required for the face detection pro-
cess, as we focus on the overhead incurred by actions that
are not already performed by the service. All experiments
were conducted on a commodity desktop machine.

Overhead: First, we measure the overhead presented by
the photo preparation phase, which takes place after a photo
has been uploaded and faces have been identified. This in-
cludes cropping detected faces and creating a blurred layer
of each face. We select 100 random photos from our user
study and process them. This phase takes 0.0023 seconds
on average per tag, and is performed before the photo is
added to the uploader’s albums. This overhead is negligi-
ble, especially when considering that OSNs already perform
transformations to uploaded photos (e.g., resizing).

Figure 11 presents the results from the experiment re-
garding the access control enforcement and photo transfor-
mation. Again, we upload 100 photos to our app, and tag
one of the faces. We then access the photos from an account
that does not have permission to view that tag, and measure
the total time required for creating the processed photo “on
the fly”. This includes retrieving the access control lists for
the photo, selecting the faces to be blurred, overlaying the
blurred sections, and saving the transformed image. Over-
laying the blurred layer for a single tag requires merely 0.001
on average (0.022 seconds in the worst case) which is neg-
ligible. The time required for the complete process ranges
from 0.012 to 0.109 seconds, with an average value of 0.052.

Thus, the main overhead of our approach is loading the
photo and the template layers from the filesystem, retrieving
the access permissions from the database for each depicted
user, and deciding which faces the accessing user should
view. This process is dependent on the number of people
depicted in the photo, the permissions of each user and their
number of friends. In our experiments, we selected a user
with 452 friends, which is higher than the average of 344.
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Figure 11: The total time required for serving a photo, which
includes reading the access permission and blurring a face.

According to [44], the complete processing of an image
for face identification, conducted by Facebook, lasts 0.33
seconds when executed on a single core machine. Thus, on
average, our fine-grained access control will incur at most a
15.6% increase of the duration of the photo processing al-
ready conducted (if other processing is done, the overhead
will be even less). Moreover, these values will be much lower
when executed on high-end servers found in the data cen-
ters of major web services. Also, our proof-of-concept im-
plementation can be optimized, which will further reduce
the overhead. Overall, we believe that this small overhead
is justified by the privacy gain the users will benefit from.

Scalability. In an attempt to further explore the perfor-
mance and the scalability of our approach, we select another
set of 100 random photos that contain at least three depicted
faces. At first, we upload all the photos, tag a single face
in each photo and access them from multiple accounts that
are not allowed to view the face. We repeat this process 2
more times, by uploading again the same photos and tagging
two and three of the depicted faces respectively. The three
tagged users have 452, 1173 and 442 friends. Each extra tag
increased the processing time by 0.002 seconds.

From the last experiment, we can conclude that our mech-
anism is scalable, as the number of tags in a photo and the
number of the tagged users friends has a very small impact
on the performance of the system. It can be observed that
the bulk of processing time is spent on fetching the photo
from the filesystem, and not on retrieving the access lists or
computing the permissions. While our experiments are not
an extensive measurement of the overhead of our approach
under all possible scenarios, they are indicative of the small
overhead imposed by our access control mechanism.

6.2 Privacy Evaluation
To evaluate the effectiveness of our approach in preventing

the identification of depicted users, we invited the partici-
pants of the risk analysis study (Section 3) to take part in an
experiment where we would apply our approach to photos
of their friends. The 34 users that participated were shown
a set of randomly selected photos of their contacts, with one
friend“hidden” in each photo, and were requested to identify
the hidden friend. In cases where they supplied a guess for
the hidden user, they were also required to provide feedback
regarding the visual clues that influenced their guessing. To
reflect actual use cases, all photos depicted multiple people.

Ideally, this experiment would be conducted by deploy-
ing our proof-of-concept application at full scale and asking
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Figure 12: Identification of hidden contacts (95% confidence
interval). For correct answers, we break down the visual
clues that led to the identification.

the participants to identify their restricted friends within
each accessed photo. This would allow us to ensure the
“freshness” of the photos, and avoid using photos that the
participants have previously seen. However, this experimen-
tal setup requires the participants’ friends to also install the
application and upload new photos, which poses many prac-
tical difficulties. If only a small number of the user’s friends
installs the application, the pool of users to “hide” will be
limited, and results could be heavily biased.

Thus, we opt for an alternative experimental setup; we use
photos collected during the risk analysis study. To obtain an
accurate evaluation of the privacy offered by our approach,
we do not consider photos where the user feedback stated
that they remembered seeing them before. First, we ran-
domly select a set of photos that depict at least one of the
participant’s friends. Apart from containing the tag of a
friend, we also ensure that they have not been uploaded by
our participants, nor do they contain their tag. Moreover,
we manually verify the correctness of tag placement, which
will result in the hidden area. Then, our mechanism blurs
out the friend’s face in each photo, and presents the photo
challenge to the participants.

The results of our experiment are shown in Figure 12.
We prepared and presented a total of 476 challenges, out
of which 448 had not been seen before by the participants,
according to their feedback. We manually verified answers to
avoid erroneous evaluation due to spelling mistakes. Users
stated that they could not identify their friends, and did not
suggest a name, for 82.7% of photos they were shown. On
average, users correctly identified the hidden user in 12.6%
of their challenges, and gave a wrong answer for 4.6%.

As can be seen, the dominating clue for correctly guessing
the identity of a restricted user was the existence of other
people within the photo known by the participant. The non-
restricted people in the photo allowed users to correctly infer
the hidden user in 66.7% of the cases. In 19.6% of the iden-
tified challenges, the body or hair led to identification, while
clothes were helpful in 13.6%. Thus, while other people are
the dominating reason for inferring the identity of the user,
other visual clues that can be potentially removed, have sig-
nificant contribution. We discuss how we plan to extend our
approach for mitigating this effect in Section 7.

These numbers offer a upper bound as, in practice, users
may be presented with multiple hidden faces in a photo,
which will make identification harder. Furthermore, the par-
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after a short demonstration of our proof-of-concept app.

ticipants knew that the hidden users were friends of theirs.
In an actual deployment, not all the hidden users will be
contacts of theirs, which will increase uncertainty and may
result in even less identified users. Overall, while the number
of participants is relatively small, our results are promising
as they indicate the effectiveness of our approach in hiding
the identity of users from their contacts.

6.3 Adoption Willingness
A crucial factor in determining the merits of our approach,

is the attitude of users towards the potential adoption of
our system by popular services. To explore that aspect,
we conducted a user study for identifying the willingness of
users to adopt and use a face-level fine-grained access control
mechanism. To obtain a more objective understanding of
users’ opinion, we opted for a set of new subjects that had
not participated in any of our previous experiments and were
unaware of our approach. This offered an unbiased view of
how people will react to such a mechanism being deployed.
A total of 52 users participated, with 65.4% being male and
34.6% female, all in the age range of 18-36.

First, we presented a photo processed by our mechanism
that contained some hidden faces, and asked users if they
would like such a mechanism to be implemented by photo-
sharing social networking services. After the users’ response,
we presented the privacy implications that arise from con-
flicts of interest and briefly demonstrated our proof-of-concept
application. Users were allowed to interact with it. Then,
we asked them if they wanted OSNs to adopt such a mecha-
nism, selecting from answers modelled after the Likert scale.

The results are shown in Figure 13. Initially almost 27%
of the participants were against the adoption of such a mech-
anism, while about 35% reported a neutral opinion. In most
cases, users responded negatively due to a false belief that
current access control mechanisms are effective. The re-
maining negative answers were from users that were not in-
terested in privacy implications created by widely accessible
photos. The users that had selected a neutral stance, recog-
nized the need that other users may have for preserving their
privacy, but did not have a strong motivation in using such
a mechanism. However, these users were also not aware of
the true visibility of their photos. On the other hand, 38.4%
of the participants immediately shaped a positive opinion of
OSNs adopting a fine-grained access control mechanism.

Interestingly, there was a remarkable shift in user opinions
after introducing the problem of conflicting interests, and

demonstrating our application. Only 3.8% of the partici-
pants maintained a negative opinion, and 19.2% remained
neutral. Almost 77% of the users wanted such a mechanism
to be adopted. We observed that most of the initially neg-
ative and neutral participants care about their privacy, but
were not aware of the current access control mechanisms and
the visibility of their data. Moreover, several of the initially
negative users, having stated that they do not care about
privacy, became neutral and accepted the necessity of such
a mechanism, as they recognized the privacy needs of others.

Finally, we asked users to assess the usability of our ap-
proach, in a 5-point rating scale. 86.5% of the users rated
our mechanism as usable and very usable (4 and 5 points).
11.5% and 1.9% of the users rated the mechanism with 3
and 2 points respectively, due to the lack of an option for
assigning the same permissive lists to multiple photos, at
once. This, however, does not impact the usability of our
approach, as this concerns our proof-of-concept implemen-
tation, and not the core access control mechanism, and can
be easily addressed in the future.

7. LIMITATIONS AND FUTURE WORK
User Removal. A recent user study [33] demonstrated

that users are effective at recognizing their friends even in
photos where their face is not clearly visible. However, in
the study, users were significantly aided as they had to select
from a list of 6 possible friends. In our study, participants
were able to only guess the identity of 12.6% of the users.
Thus, while our current approach offers a significant step
towards a more privacy-preserving sharing of content within
OSNs, we plan to explore methods to further improve effec-
tiveness. Specifically, we plan to explore the feasibility of
completely removing the depicted user from the presented
photo. A large body of work has demonstrated effective
techniques for automatically removing objects from images
and reconstructing the affected region (e.g. [17, 22]) with
performance suitable for processing big data [47]. Thus, af-
ter the user’s body/pose is identified [38], the photo can be
processed to completely remove him/her.

Collateral Inference. Even with our mechanism in place,
a user’s identity might be inferred from information found
in the photo’s comments. As such, further exploration is
required for determining the extensibility of our mechanism
to also handle comments associated with a photo.

Identification accuracy. The effectiveness of our ap-
proach relies, to an extent, on the accuracy of the face iden-
tification software employed by the social network. To pre-
vent malicious user behavior, such as uploaders not tagging
users (to prevent the users from hiding their face), or falsely
tagging faces, our system has to employ highly accurate soft-
ware for the identification of the depicted users. According
to Taigman et al. [44] Facebook’s method reaches an accu-
racy of 97.35%, rendering it suitable for our approach. In
cases where a face cannot be identified, users may be asked
to provide a suggestion and the system can accept answers
only if there is consensus among several users.

Non-members. A case where our approach cannot pro-
tect a user’s privacy, is when a photo depicts a user who does
not have an account in the social network. If such an event
occurs, various approaches can be applied, such as following
a strict permission where all such faces are hidden, or a more
lenient setting where the photo uploader is considered the
owner and applies the privacy setting.



Legislation. European data protection agencies have
pressured Facebook into removing the tag-suggestion mecha-
nism due to privacy concerns over face recognition software
processing uploaded photos without users’ consent [1, 12].
This resulted in the tag-suggestion mechanism being tem-
porarily disabled and the deletion of biometric data col-
lected, for users located in European countries [2, 14]. To
that end, many consider that face recognition software will
have limited adoption. Fortunately, there is active research
towards privacy-preserving face recognition [24,36] and, there-
fore, we envision that this very effective technology will be
adopted by such services. Nevertheless, this paper is orthog-
onal to privacy concerns and legislation issues related to face
recognition. In actuality, our approach takes advantage of
automated face recognition for enhancing user privacy.

8. RELATED WORK
In [18] Besmer et al. studied the behavior of users regard-

ing photo sharing applications, and identified the reasons
users choose to tag or un-tag a photo. During their study
they demonstrated a simple prototype that obfuscates faces,
in an attempt to initiate a discussion about user privacy and
photo ownership. Their findings highlighted user concerns
in regards to the visibility of images and the lack of effective
access control mechanisms. Their results argue that users
are interested in shaping their identity in order to manage
impressions and avoid exposing situations they are not com-
fortable with. In a follow-up [19], they presented a “negoti-
ation” tool that allows each tagged user to send an out-of-
band request to the photo uploader, for requesting the photo
to become non accessible by particular users. However, it
remains entirely up to the uploader to accept or reject user’s
request. Even though users can contribute in access control
by sending a request, this does not solve conflicts of interest.

Multiple works [20,21,29,40] follow the rule-based access
control approach. In [29] users are allowed to annotate their
photos with semantically meaningful tags and to specify ac-
cess control rules based on these tags. The work presented
in [40] uses previously uploaded photos, and their access con-
trol rules, for classifying each new photo by its content and
for predicting an access control rule that will be acceptable
by the uploader. The advantage of this approach is that the
prediction is adaptive to the behavior of the user. However,
all these approaches create a complex set of rules and also
consider access control at the photo level.

Al Bouna et al. presented a system for preserving privacy
regarding multimedia objects [21], which can be specifically
used for photos [20]. They have designed a security model
and built a security rule specification toolkit that uses the
SWRL language for specifying content-based access control
rules. Their prototype has the ability to hide faces among
others, but it does not distinguish access control from the
conflict resolving mechanism. Importantly, this approach
does not allow each depicted individual to set his/her own
rules, but only the uploader. When two or more rules are
conflicting, a security administrator is required to set prior-
ity values on the execution of the rules. This, of course, is
not feasible at the large scale of an OSN.

In [45] Thomas et al. highlighted the lack of a multi-party
access control mechanisms for shared content that is up-
loaded by other users in OSNs. They studied the conflicting
privacy settings between friends and how these settings can
reveal sensitive information that was intended to be private.

But, their proposed approach is very strict and far from us-
able, as objects are revealed only to the mutual friends of the
related users. Also, [26,27,39] proposed multi-party mecha-
nisms for allowing collaboration between the users regarding
the specification of the access control policy. However, even
if collaboration is allowed, the access control is enforced at
photo level, which cannot effectively accommodate the pri-
vacy preferences of all the depicted users.

Cutillo et al. [23] presented a demanding cryptography-
based face obfuscation mechanism for a specific decentral-
ized OSN, namely, the Safebook. This mechanism is far
from applicable within the environment of existing OSNs,
as it leverages the multi-hop routing protocol of the specific
OSN. On the other hand, our approach is designed for easy
integration with existing social networks, relying on techno-
logical capabilities widely available to such services.

9. CONCLUSIONS
In this work we tackled the problem of conflicting interests

that arise from photos being shared in social networks. The
problem stems from the current design of OSNs, as users
associated with a shared photo have limited control over its
visibility, and their privacy settings usually are overridden
by those of other users. As such, we identified the different
scenarios where conflicts of interests can occur, and we con-
ducted a case study in order to quantify the privacy risks
presented. We collected a large number of photos, along
with their tags, for assessing users’ tagging behavior, and
for determining the true visibility of shared photos.

We designed a fine-grained access control mechanism that
allows depicted users to define the exposure of their own face,
by setting their preferred permissions. When a photo is re-
quested, our mechanism determines which faces should be
hidden and which should be revealed based on the request-
ing user, and presents a “processed” version of the photo.
Our mechanism can be implemented on top of the existing
access control mechanisms and smoothly interoperate with
them, as demonstrated by our proof-of-concept implemen-
tation. The proposed approach is scalable, as it imposes
only a small processing overhead. Finally, we conducted a
user study to evaluate the effectiveness of our approach, and
found that hiding users’ faces is an effective measure for en-
abling privacy in shared photos. Our study also revealed the
misconceptions users have regarding existing access control
mechanisms, and showed that users are positive towards the
adoption of a face-level access control mechanism.
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